Identification of solitary-wave solutions as an inverse problem: Application to shapes with oscillatory tails
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Abstract

The propagation of stationary solitary waves on an infinite elastic rod on elastic foundation equation is considered. The asymptotic boundary conditions admit the trivial solution along with the solution of type of solitary wave, which is a bifurcation problem. The bifurcation is treated by prescribing the solution in the origin and introducing an unknown coefficient in the equation. Making use of the method of variational imbedding, the inverse problem for the coefficient identification is reformulated as a higher-order boundary value problem. The latter is solved by means of an iterative difference scheme, which is thoroughly validated. Solitary waves with oscillatory tails are obtained for different values of tension and linear restoring force. Special attention is devoted to the case with negative tension, when the solutions have oscillatory tails.
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1. Introduction

The solitary wave (localized wave with permanent character) was first observed by John Scott Russell on the surface of a shallow water layer (a canal near Edinborough) and the theory of the solitary waves was developed by Boussinesq [1] to explain his observations. The work of Boussinesq introduced a new paradigm in which the existence of permanent waves in nonlinear systems is the result of the balance between nonlinearity and dispersion. Under the assumption of slow evolution in the frame moving with the center of the solitary wave, Boussinesq’s equation can be reduced to the famous Korteweg and deVries equation (KdV) for which Zabusky and Kruskal [19] discovered numerically wave solutions with particle-like behavior which they called the solitons.

Later on, the Boussinesq equation was shown to apply to the continuous limit of atomic lattices [18] (see, e.g., [6]) and to the flexural deformations of elastic rods. Solitons on elastic rods have been studied for different models and by different techniques (see, e.g. [9,16], and the monograph [14]). For the more fundamental issues about the connection of solitary wave problems to homoclinic bifurcation, see the illuminating review [3]. However, the investigations are...
predominantly focused on solitons with monotonically decaying tails which take place when the tension in the rod is positive. Completely new phenomena are observed if the tension is negative (the rod is axially compressed). For finite rods, this is the famous Euler problem of buckling (see, e.g. [20]), but for infinitely long rods (or atomic chains), the problem with negative tension is not correct in its original posing, and becomes a tractable mathematical model only if a linear restoring elastic force is incorporated — force from the elastic foundation. This paper deals with the stationary solitary waves propagating in an elastic rod on elastic foundation. The problem does not admit analytical solution and has to be approached numerically.

The problem of bending of elastic rods on elastic foundation has important applications as well, e.g., in railroads [10], conveyers, large-scale floating structures [17]. The dynamical problem is discussed in [13]. The problem of buckling of an infinite rod subjected to restoring transversal force (e.g., elastic foundation) is much less studied.

Apart from the engineering applications, the problem of buckling of nonlinear infinite rod on elastic foundation with restoring force is important also from fundamental point of view. The above mentioned interplay between the negative membrane tension, the momentum stresses and the restoring force from the elastic foundation can sustain localized solitary waves. In the classical Boussinesq equation (rod with positive tension), the solitary waves pass through each other during their interaction because of the positive force acting between the two Quasi Particles (QPs) that are the two solitons. For the equation governing the flexural deformation of an elastic rod on elastic foundation (EREFE), when the membrane tension is negative, the interaction force will be repelling, and the dynamics of the QPs will be rather different. The only other system where repelling interaction is observed is the case of so-called soliton-soliton interaction in sine-Gorden equation (see [8] for details). Before attacking the dynamical problem, one needs reliable method and algorithm for computing the shape of a stationary propagating QP. The shapes of the solitary waves of EREFE are much more intricate and for some values of the governing parameters they may have non-monotone shapes.

In the present paper we propose a numerical technology for finding the localized solutions of EREFE.

The numerical computation of solitary-wave solutions faces two main challenges. The first difficulty arises from the fact that the original problem is posed over an infinite interval. This means that any truncation of the computational domain will inevitably entail dealing with numerical artifacts connected with the truncation of the region. The most successful techniques among the available from the literature, are those which make use of coordinate transformations or spectral expansion or both [2]. Application of a specialized complete orthonormal (CON) system of functions for creating Galerkin spectral techniques for the Boussinesq type of equation is elaborated in [4] and the works cited therein. The results obtained there show that a spectral method with well tuned basis function is a very efficient approach to problems in infinite domains. Yet, the truncation of the infinite interval with finite difference discretization is not the hardest hurdle and it gives satisfactory results when carefully implemented. The second, and sometimes harder difficulty, is that the existence of solitary wave is the result of a bifurcation. Due to the nature of asymptotic boundary conditions for the decay at infinity, the system under consideration always possesses a trivial solution. It takes special measures to avoid the trivial solution when using an iterative method, since, as a rule, the trivial solution is a very strong attractor. In many instances, the problem of finding the nontrivial amplitude of the bifurcating solution is akin to the problem of coefficient identification. The above outlined difficulties are much harder to deal with when the solution has nonmonotone tails and when the interval where it is well separated from zero (the ‘support’), is large.

A new approach to creating effective algorithms for treating the bifurcation problem for localized solutions was originated in [5] and applied to finding the homoclinic solution of Lorentz equations [11]. The Rayleigh number for which the homoclinic solution first appears, was identified as an unknown coefficient using the so-called method of variational imbedding (MVI). The latter consists in replacing the original (inverse) problem by the Euler–Lagrange equations for minimization of a quadratic functional of the governing equations. In [7], MVI was successfully applied to finding the shape of the wave and the phase speed for which a solitary wave exists for an equation governing Bénard–Marangoni convection. Recently (see [12]), MVI allowed obtaining numerically the solitary-wave solutions of the sixth-order generalized Boussinesq equation, or 6GBE (see [6] for the derivation of that equation).

The equation governing the flexural deformation of an elastic rod on elastic foundation (EREFE) is only of fourth order, but because of the presence of the linear restoring force, it exhibits some of the phenomenology of the 6GBE, especially when the nonmonotonic shapes are concerned. Yet, the linear term presenting the restoring force, changes qualitatively the equation for the stationary waves. The ODE to which the problem reduces in the moving frame can no longer be integrated, and the nonlinearity in EREFE is harder to treat than for the 6GBE. Hence, it is important to investigate numerically the solitary waves of EREFE, and the present paper is devoted to doing that using MVI.
2. Posing the problem

In terms of dimensionless variables, the governing equation of the transverse deflections of an elastic rod on elastic foundation equation reads (see, e.g., [13])

\[ u_{tt} = \left[ \sigma u - u^2 + \gamma_1 u_{tt} - \gamma_2 u_{xx} \right]_{xx} - \delta u, \quad \delta > 0, \tag{1} \]

where \( \sigma u_{xx} \) is the term responsible for the tension acting along the axis of the rod. When the rod is subjected to axial extension, then \( \sigma > 0 \) and \( c = \sqrt{\sigma} \) is the characteristic speed of the transverse (shear) waves. When \( \sigma < 0 \), the rod is subjected to axial compression, and the well known Euler buckling can take place. When an infinite rod undergoes buckling, the amplitude of the deformation can become infinite. This effect is mitigated by the linear restoring force from the foundation, \(-\delta u'\) which arises when the rod is firmly connected to an elastic foundation. In the case when \( \sigma < 0 \), one can formally write \( c = \sqrt{-\sigma} \), but then \( c \) does not have the physical meaning of a characteristic speed. In other words, the equation is no longer hyperbolic, in the absence of the stiffness term, \( \gamma_2 u_{xxxx} \). Finally, the term \( \gamma_1 u_{xxxx} \) accounts for the so-called rotational inertia. As far as stationary waves are the scope of the investigation, the rotational inertia merely changes the numerical value of the coefficient of the fourth derivative, and we do not consider it in what follows. The coefficient of the nonlinear term can be rescaled and for this reason it is taken to be equal to unity. Similarly, the coefficient \( \gamma_2 \) can be taken equal to unity because it can be rescaled on infinite intervals.

A critical new phenomenology arises when the rod is subjected to a reaction force from the elastic foundation. Since both the momentum (the fourth derivative) and the restoring-force from the foundation (the linear term), are represented by negative definite terms in Eq. (1), the problem can be mathematically correct even if the tension (the coefficient of the second-derivative term) is negative. Without the linear term, the problem with negative tension can never be correct in an infinite domain, because in this case one can always find a long enough wave for which the second derivative dominates the fourth derivative. Note, that the situation for short waves is reversed: the fourth derivative dominates and hence the short waves are stable. This means that new physical phenomena connected with the negative tension can be deducted from the model presented by Eq. (1). Concerning the solutions of type of localized waves (solitary waves), the negative tension changes the potential of interaction of the solitary waves. The result of this change can be that the solitary waves repel each other, rather than attract themselves (as it is in the case with positive tension). The significance of the sign of the interaction potential is discussed in detail in [8] where the interaction of kinks of sine-Gordon equation are shown to be rather different form the interactions of the antikinks of the same equation.

The first step towards understanding the soliton dynamics governed by Eq. (1) is to find the shapes of the waves that are stationary in a frame moving with speed \( v \), when the solution depends only on the variable \( \xi = x - ct \). Then Eq. (1) is reduced to the following ODE

\[ -\delta u - (u^2)_{\xi\xi} + \beta u_{\xi\xi} - u_{xxxx} = 0, \tag{2} \]

where \( \beta = \sigma - u^2 = \pm c^2 - v^2 \). We are looking for non-trivial solution of Eq. (2) with \( u(\xi) \to 0 \) when \( \xi \to \pm \infty \).

We begin with mentioning the obvious symmetry of the solution in the absence of loading force. Namely, if \( u(\xi) \neq 0 \) is a solution of Eq. (2), the function \( u(-\xi) \) is also a solution, i.e. the solution is an even function, satisfying the condition \( u(\xi) = u(-\xi) \). This fact allows us to consider the problem on the half-line with boundary conditions (b.c.) at \( \xi = 0 \)

\[ u'(0) = 0, \quad u''(0) = 0, \tag{3} \]

to which one has to add the requirement that \( u(0) \neq 0 \) in order to eliminate the trivial solution. A way to do this is to impose the following condition

\[ u(0) = \chi, \tag{4} \]

where \( \chi \neq 0 \) is an unknown constant.

3. Introducing an unknown coefficient

The most important feature of a problem with asymptotic boundary conditions is that scaling the dependent variable does not change the nature of the boundary value problem. Let us introduce a new function \( w(\xi) = u(\xi)/\chi \), and cast
Eq. (2) into the form
\[ A(w, \chi) \equiv -\delta w - \chi (w^2)_{\xi\xi} + \beta w_{\xi\xi} - w_{\xi\xi\xi\xi} = 0, \tag{5} \]

For the new function \( w(\xi) \), we have the following boundary conditions
\[ w(0) = 1, \quad w'(0) = 0, \quad w''(0) = 0, \tag{6} \]
\[ w(\xi) \to 0, \quad w'(\xi) \to 0 \quad \text{when} \quad \xi \to \infty. \tag{7} \]

Thus, the problem with unknown constant \( \chi \) in the boundary condition is reformulated as a problem of identifying an unknown coefficient \( \chi \) from over-posed boundary data. If \( \chi \) is thought of as known, then the problem is overdetermined, i.e., the function may not be able to satisfy all of the boundary conditions. However, the problem can have a solution if \( \chi \) is considered as one of the unknowns. Under certain natural conditions, it is possible to find a constant \( \chi \) such that the equation for \( w(\xi) \) has solution and this solution also satisfies the boundary conditions. In such a case we say that the pair \((w, \chi)\) constitutes a solution to the problem \((5)\)–\((7)\).

4. Method of variational imbedding (MVI)

In order to solve the above formulated problem of coefficient identification, we use the so-called method of variational imbedding (MVI), which consists of replacing the original problem by a problem of minimization of the following functional
\[ I(w, \chi) = \int_0^\infty [A(w, \chi)]^2 dx \to \min, \tag{8} \]
where \( A(w, \chi) \) is defined in \((5)\), \( w \) satisfies the boundary conditions Eq. \((6)\), \((7)\), and \( \chi \neq 0 \) is an unknown constant. The functional \( I(w, \chi) \) is a quadratic and homogeneous function of \( A(w, \chi) \) and hence it attains its absolute minimum if and only if \( A(w, \chi) \equiv 0 \). In this sense, there is one-to-one correspondence between the solution of the original problem and the minimization problem.

Since the problem is nonlinear it has to be linearized it in order to solve it numerically. This can be done after the Euler–Lagrange equations are derived, or, alternatively, the integrand in \((8)\) can be linearized considering the nonlinear term as the product \( q(x)w(x) \) where function \( q \) is thought of as known (say, this is the same function \( w \), but taken from the previous iteration, i.e., \( q(\xi) = w(\xi) \)). Using the latter approach to linearization, we consider the problem of minimization of the following functional
\[ I_1(w, \chi) = \int_0^\infty [F(\xi)]^2 dx \to \min, \quad F(\xi) \equiv -\delta w - \chi (qw)_{\xi\xi} + \beta w_{\xi\xi} - w_{\xi\xi\xi\xi} \tag{9} \]
where \( F(\xi) \) is the residual of the given equation, and \( q(\xi) \) is the above introduced known function. The Euler–Lagrange equation for the unknown function \( w(\xi) \) reads
\[ \delta[F(\xi)] + (2\chi q - \beta) \frac{d^2}{d\xi^2} [F(\xi)] + \frac{d^4}{d\xi^4} [F(\xi)] \equiv \delta[\lambda w + \chiqw + \beta w_{\xi\xi} + w_{\xi\xi\xi\xi}] + (2\chi q - \beta) \frac{d^2}{d\xi^2} [\lambda w + \chiqw + \beta w_{\xi\xi} + w_{\xi\xi\xi\xi}] \]
\[ + \frac{d^4}{d\xi^4} [\lambda w + \chiqw + \beta w_{\xi\xi} + w_{\xi\xi\xi\xi}] = 0. \tag{10} \]

This equation is of the eight order if \( F(\xi) \) is substituted in Eq. \((10)\). However, we do not make use of the eight-order equation. Rather we solve the system of two coupled Eqs. \((9)\) and \((10)\), each of them of the fourth order.

The boundary condition in the origin for the unknown \( F(\xi) \) stems from the fact that it is the residual of the original equation, Eq. \((5)\), so that it has to be zero for \( \xi = 0 \). Thus
\[ F(0) = 0. \tag{11} \]
To the above boundary condition, one has to add also the asymptotic boundary conditions (a.b.c.):

\[ F(\xi) \to 0, \quad F'(\xi) \to 0, \quad \text{when} \quad \xi \to \infty. \] (12)

The gist of MVI is that an explicit equation for the unknown constant \( \chi \) can be derived. After some manipulations, the Euler–Lagrange equation for the constant \( \chi \) adopts the form:

\[ \chi = -\frac{\int_0^\infty (qw)_{\xi\xi}(\delta w - \beta w_{\xi\xi\xi\xi} + w_{\xi\xi\xi\xi\xi\xi\xi})d\xi}{\int_0^\infty [(qw)_{\xi\xi}]^2d\xi}. \] (13)

5. Difference scheme and algorithm

For the numerical treatment of the imbedding problem we introduce a certain large number \( \xi_\infty \), called ‘actual infinity’, and solve the problem in the interval \( \xi \in [0, \xi_\infty] \), using finite difference approximations. An important feature of the scheme is that Eqs. (9), (10) must be solved as a coupled system. Iterative decoupling of the system is not possible because five boundary conditions are imposed on the function \( w \), while for \( F \) only three are present. In other words, at \( \xi = 0 \) we have three boundary conditions for \( w \) and only one for \( F \). For this reason we construct an algorithm for the solution of the problem that solves the algebraic system of equations simultaneously. We use a staggered grid (see Fig. 1), which allows us to obtain second-order difference approximations on a four-point stencil of the different derivatives involved in the boundary conditions. Now, to preserve the coupling of the system we introduce a new difference function, \( \Phi \), which is composed in a hopscotch manner by the values of the two difference functions, \( w_i, F_i \), namely

\[ \Phi_{2i-1} = w_i, \quad \Phi_{2i} = F_i, \quad \text{for} \quad i = 1, 2, \ldots, n. \] (14)

Thus, we arrive at a nine-diagonal algebraic system for a vector of dimension \( 2n \). The determinant of this system is of order \( O(h^4) \), which gives advantage over solving the eight-order equation, because for the latter the determinant is of order \( O(h^8) \). Because of the banded structure of the matrices, efficient algorithms for the inversion can be employed.

We approximate the integrals for \( \chi \) in Eq. (13) using the so called ‘extended midpoint rule’ (see e.g., [15]). The local truncation error is \( O(h^2) \) and we can prove that the global error is of the same order, \( O(h^2) \).

Different ways of organizing the iterations can be followed, and we did actually implement more than one. The most robust turned out to be the algorithm involving, what we call, ‘internal iterations’. The gist of this approach is that for a given coefficient \( \chi \) we conduct iterations for the difference system approximating Eq. (9), (10), by iterative replacing of \( q \) by the computed \( w \) until convergence is reached in the sense that \( q \) stops changing during the iterations.

Before \( \chi \) finds its correct value, what we obtain is not the solution of the problem from Eq. (5), but only a current approximation. In other words, one iteration is completed after the internal iterations converge for this specific value of \( \chi \). Then we use the integral equality, Eq. (13) to compute the new value of the coefficient \( \chi \) and begin a new cycle of internal iterations for \( w \).

The algorithm is organized as follows

(i) The eight-order boundary value problem (9) and (10) for \( w \) is solved with given \( \chi = \chi^0 \) and \( q \).

(ii) If

\[ \max |w - q| < \varepsilon \max |w|, \] (15)

then we proceed to (3), otherwise \( q \) is replaced by \( w \) and then the algorithm returns to (1).

(iii) With the newly computed \( w \), the coefficient \( \chi \) is evaluated from Eq. (13) and then the algorithm returns to (i).

(iv) When

\[ \max |\chi - \chi^0| < \varepsilon \max |\chi|, \] (16)
the calculations are terminated and the obtained \( w, \chi \) are considered as the sought solution. Otherwise, the obtained values are considered as the functions at the new iteration stage, \( w^{n+1} \equiv w, \chi^{n+1} \equiv \chi \), and the algorithm is returned to (i) after stepping up the index \( n := n + 1 \).

Note, that for the calculations presented here, we use \( \varepsilon = 10^{-10} \).

6. Validations

In order to validate our scheme and algorithm we consider a simplified case with \( \delta = 0 \) and a coefficient of the nonlinear term equal to \(-1/6\). We also select \( \beta = 4 \). For these parameters the well known \textit{sech}-solution exists, namely

\[
 w_{anl}(\xi) = 6 \sec h^2(\xi), \tag{17}
\]

which means that for the unknown coefficient in MVI we have the following target \( \chi_{anl} = 6 \).

First we investigate the role of the so-called “actual infinity”， \( \xi_\infty \), at which the originally unbounded region is truncated for the purposes of the finite-difference implementation of MVI. To this end, we begin the validations of our scheme with the case with analytical solution, Eq. (16). We set the spacing at \( h = 0.05 \), i.e., when a larger value for \( \xi_\infty \) is considered, a larger number of grid points is used. This way the truncation error is kept the same for all different \( \xi_\infty \). In the range for the independent variable where the magnitude of the function is larger than \( 5 \times 10^{-5} \), the solution complies with the truncation error for all the selected values of \( \xi_\infty \). Increasing \( \xi_\infty \) mostly increases the actual length of the interval where the above condition is satisfied. A good representation of the solution is obtained for \( \xi_\infty \geq 40 \).

Since in the case of nonmonotone tails the support of the solution can become larger, we played with different \( \xi_\infty \). In most of our calculations we set \( \xi_\infty = 60 \) but, when necessary, we use ‘actual infinities’ as large as \( \xi_\infty = 200 \).

The next important validation is connected with the local and global truncation errors, which are supposed to be of the order of \( O(h^2) \). For the case with the analytical solution, we compute the solution with a given spacing and subtract the analytical solution, Eq. (16), to get the pointwise error. We consider also a case for which no analytical solution is available. In this case we compute the distance between two different solutions for which the spacings are in the ratio 2:1. In this test we fix \( \xi_\infty = 60 \) and vary the spacing: \( h = 0.1, 0.05, 0.025, 0.0125 \). Fig. 2 presents the computed errors.

The left panel shows the errors for the case with analytical solution, while the right panel depicts the error for the case without analytical solution. It is seen from the figure that in both cases the absolute error is concentrated around the origin, and that it is of order of \( O(h^2) \), because the ratio between the maxima is close to four for two error curves presenting the difference between the solutions obtained with spacings related as 2:1.

![Fig. 2. Pointwise error. Left panel: difference between MVI solution and analytical solution, Eq. (16). Right panel: difference between two MVI solutions with spacings in ratio 2:1.](image-url)
Table 1
Truncation error and convergence.

(a) Comparison with the analytical solution, Eq. (17), for the coefficient $\chi$ and the profile, $w$.

| $h$   | $\chi$   | $r_h^\chi$ | $||w_h - w_{anl}||_2$ | $r_h^w$ |
|-------|-----------|-------------|------------------------|---------|
| 0.2   | 5.95897   | –           | 0.03807                | –       |
| 0.1   | 5.98993   | 2.02746     | 0.00924                | 2.04278 |
| 0.05  | 5.99749   | 2.00618     | 0.00228                | 2.01692 |
| 0.025 | 5.99937   | 1.99947     | 0.00056                | 2.00812 |
| 0.0125| 5.99984   | 1.96551     | 0.00014                | 2.01738 |

(b) Comparison of the errors between solutions on different grids.

| $h$ | $||w_h - w_{h/2}||_2$ | $r_h^w$ |
|-----|------------------------|---------|
| 0.16| 0.0094700              | –       |
| 0.08| 0.0023618              | 2.003477625 |
| 0.04| 0.00059032             | 2.000317675 |
| 0.02| 0.000014755            | –       |

The above statement can be quantified introducing the convergence rate according to the standard formula

$$r_h^\chi = \log_2 \frac{||\chi_{2h} - \chi_{anl}||_2}{||\chi_h - \chi_{anl}||_2}, \quad \text{and} \quad r_h^w = \log_2 \frac{||w_{2h} - w_{anl}||_2}{||w_h - w_{anl}||_2}$$

where $w_{anl}$, $\chi_{anl}$ is the analytical solution. Respectively, when no analytical solution is available, then

$$r_h^\chi = \log_2 \frac{||\chi_{2h} - \chi_h||_2}{||\chi_h - \chi_{h/2}||_2}, \quad \text{and} \quad r_h^w = \log_2 \frac{||w_{2h} - w_h||_2}{||w_h - w_{h/2}||_2}$$

The two panels of Table 1 present the quantitative details about the convergence of $\chi$ and $w$ for the the cases shown in the two panels of Fig. 2. The results presented in Table 1 clearly demonstrate that the convergence for the coefficient is quadratic. We also mention that the variational functional is of order of magnitude smaller than the truncation error.

7. Results and discussion

For the new equation considered in this work, the new phenomenology is associated with the term accounting for the linear restoring force from the elastic foundation. As already mentioned, the presence of the linear term $\delta u$ allows for existence of localized solutions even if the second-derivative term is negative. For this reason we begin with investigating the dependence of the profile of the localized wave on the parameter $\delta$. Quantitatively speaking, a larger linear restoring force must lead to larger deflections of the rod. Indeed, as shown in Fig. 3, larger $\delta$ entails a larger amplitude of the solitary wave.

Looking closer into the mechanism of creation of a localized solution, one can say that the tails of the solution (extending either to $+\infty$ or $-\infty$) satisfy the linearized equation. It is also clear that the same solution of the linearized equation cannot be valid at both extremes. Rather, at each infinity one has a different tail, each of which tails is a solution of the linearized equation. In a sense, the nonlinearity plays important role around the center of the localized wave and acts to ‘mold’ the solution so that the latter smoothly leaves the linear solution valid at the left extreme, $\xi \to -\infty$, and transforms into the other linear solution valid for $\xi \to \infty$. Hence, one can have an a-priori estimate of the asymptotic behavior of the solution based on the solutions of the linearized equation. In particular, we consider solutions of the type $e^{k\xi}$. The dispersion relation for this kind of stationary waves reads

$$k^4 - \beta k^2 + \delta = 0, \Rightarrow k_{1,2,3,4} = \pm \frac{1}{\sqrt{2}} \sqrt{\beta \pm \sqrt{\beta^2 - 4\delta}}.$$
when $\beta^2 > 4\delta$, the expression under the radical is real. For $\beta > 0$ this expression is also positive, which means that the solution is a monotone function of $x$ that decays either at $+\infty$ or $-\infty$. Consider here the case $|\beta| < 2\sqrt{\delta}$ when the inner radical in Eq. (19) is negative, i.e., the outer radical is a complex function. Then, one can write

$$k_{1,2,3,4} = \pm \sqrt{\frac{1}{2} \left( \sqrt{\delta} + \frac{1}{2} \beta \right)} \pm i \sqrt{\frac{1}{2} \left( \sqrt{\delta} - \frac{1}{2} \beta \right)},$$

which means that if $\delta$ and/or $\beta$ are increased, the decay of the solution will become faster. The wave length of the oscillations, however, depends on the difference between $\sqrt{\delta}$ and $\beta/2$ and it can increase if the said difference decrease, regardless of the absolute magnitudes of $\delta$ and $\beta$.

The solution presented in Fig. 4 is for two different $\delta$ and several $\beta$’s. As expected, the localization of the solutions for $\beta > 0$ is tighter for $\delta = 1$ than for $\delta = 0.1$. Respectively, the wave-length is generally longer in the case of $\delta = 0.1$ in comparison to $\delta = 1$. At the same time, the solution in the right panel of Fig. 4 spans a larger region, i.e., its support is
larger, despite of the fact that the wave-length is somewhat shorter. The situation is reversed to certain extent for $\beta < 0$ when the decay becomes slower for larger $|\beta|$, while the wave number increases (the oscillations become shorter).

To investigate this behavior in greater detail, we choose for definiteness $\delta = 1$ and consider values of $\beta$ that are close to the threshold of existence, namely $|\beta| = \sqrt{4 \delta} = 2$. As already mentioned, if we take $\beta > 2 \sqrt{\delta} > 0$, all four solutions of Eq. (19) are real, which means that the tails are monotone and dominated by the wave numbers that have smaller absolute value. The other case, when $\beta < 0$, and $|\beta| \lesssim 2$ can be treated if we assume that $\beta = -2 + \epsilon^2$. Then for the wave numbers and for the solutions of the linearized equation, we get

$$k_{1,2,3,4} = \pm \frac{i}{2} \mp \frac{\epsilon}{2} e^{-(\epsilon/2)x} \left( A \cos \frac{x}{2} + B \sin \frac{x}{2} \right), \quad e^{(\epsilon/2)x} \left( C \cos \frac{x}{2} + D \sin \frac{x}{2} \right).$$

The first of these solutions represents a spatially oscillating stationary in the moving frame wave that decays for $x \to \infty$, whereas the second one is the same kind of wave that decays at $x \to -\infty$.

The solution for three negative $\beta$’s is presented in Fig. 5. Since a larger spatial extent of the solution is expected, we use a larger actual infinity, $\xi_{\infty} = 200$ for the tests shown in Fig. 5. The enlargement of the support with the increase of the modulo of $\beta$ is clearly seen. The formula for the asymptotic decay of the tails, Eq. (21), is splendidly confirmed by the juxtaposition to exponential functions with appropriate exponents. For $\beta = -1.99$, the decay is so slow, that one can liken the solution to a harmonic function, which is exactly the solution from Eq. (21) with $\epsilon = 0$. Success in the latter very hard case testifies to the reliability of the created here numerical scheme on the one hand, and presents a new information about the solitary-wave solutions of EREFE — on the other.

8. Conclusions

In this work we have investigated the stationary solitary waves propagating on an elastic rod when the latter is subjected to linear restoring force from an elastic foundation. Stationary in the moving frame waves are considered...
and a special attention is paid to the case when the term with the second derivative can have negative coefficient. This happens either when the tension is negative or when the phase speed of the wave exceeds the characteristic speed in the case of positive tension. The new solitary waves have shapes, which are rather different from the ubiquitous ‘humps’ and exhibit oscillatory tails.

In order to investigate the shapes numerically we apply the so-called method of variational imbedding (MVI) and replace the original bifurcation problem with a higher-order boundary value problem (b.v.p.) for the Euler–Lagrange equations for minimization of the quadratic functional of the original equation. MVI gives us also an explicit integral equation for the unknown coefficient related to the unknown height of the wave in the origin. The new b.v.p. is solved by means of an iterative difference scheme on a staggered grid. The scheme is thoroughly validated and shown to have second-order truncation error.

Making use of the developed scheme and algorithm, a variety of solitary waves with oscillatory shapes are obtained numerically. In general, the larger values of the force from the foundation, entail larger amplitudes of the waves, but the specific shapes are influenced also by the coefficient of the second derivative. The strongly nonlinear cases are presented graphically. It is also shown that near the threshold of non-existence, the solitary waves span much larger support and their amplitudes decrease, approaching thus the limit of linear harmonic waves.
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